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a b s t r a c t

The silicon photomultiplier (SiPM) is a promising photosensor for magnetic resonance (MR) compatible
time-of-flight (TOF) positron emission tomography (PET) scanners. The compact size of the SiPM allows
direct one-to-one coupling between the scintillation crystal and the photosensor, yielding better timing
and energy resolutions than the light sharing methods that have to be used in photomultiplier tube
(PMT) PET systems. However, the one-to-one coupling scheme requires a huge volume of readout and
processing electronics if no electric signal multiplexing or encoding scheme is properly applied. In this
paper, we develop an electric signal encoding scheme for SiPM array based TOF PET detector blocks with
the aim of reducing the complexity and volume of the signal readout and processing electronics. In an
M�N SiPM array, the output signal of each channel in the SiPM array is divided into two signal lines.
These output lines are then tied together in row and column lines. The row and column signals are used
to measure the energy and timing information (or vice versa) of each incident gamma-ray event,
respectively. Each SiPM channel was directly coupled to a 3�3�20 mm3 LGSO crystal. The reference
detector, which was used to measure timing, consisted of an R9800 PMT and a 4�4�10 mm3 LYSO
crystal and had a single time resolution of �200 ps (FWHM). Leading edge discriminators were used to
determine coincident events. Dedicated front-end electronics were developed, and the timing and
energy resolutions of SiPM arrays with different array sizes (4�4, 8�8, and 12�12) were compared.
Breakdown voltage of each SiPM channel was measured using energy spectra within various bias
voltages. Coincidence events were measured using a 22Na point source. The average coincidence time
resolution of 4�4, 8�8, and 12�12 SiPM arrays were 316 ps, 320 ps, and 335 ps (FWHM), respectively.
The energy resolution of 4�4, 8�8, and 12�12 SiPM arrays were 11.8%, 12.5%, and 12.8% (FWHM),
respectively. Because of length differences between each SiPM channel and summed signal output on
printed a circuit board, propagation delay of �111 ps was observed. A signal encoding method for a TOF
PET block detector using SiPMs has been developed to reduce the complexity and volume of the signal
readout and processing electronics required. The proposed method showed promising results, which
were measured for various SiPM array sizes.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Positron emission tomography (PET) is one of the most impor-
tant medical imaging modalities for the visualization of the
functional and molecular information of pathologic structures in
the living body. The combination of PET with X-ray computed
tomography (CT) enables the incorporation of more accurate
anatomical information for the interpretation and analysis of PET

data. Another recent advance in PET devices is the time-of-flight
(TOF) information measurement capability [1,2]. The TOF informa-
tion on mutually annihilated photons is useful for improving the
reconstructed PET image quality, reducing the radiation dose, and/
or shortening the scan time [3–5]. Gap artifact reduction in partial
ring PET systems is another example of the benefits that we can
derive from TOF measurements [6–8].

The photomultiplier tube (PMT) is the photosensor that is used
in current commercially available TOF PET scanners. Efforts to
improve the timing properties of the PMT are continuing (i.e.
enhanced quantum efficiency in the photoelectric conversion
process and reduced transit time spread in the electron transport).
Promising results have been reported from recent studies
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performed with these advanced PMTs [9–11]. However, PMTs have
several well-known drawbacks, including their sensitivity to
magnetic fields and their size, which is much larger than the
individual pixelated scintillation crystals used in current PET
systems.

Meanwhile, the silicon photomultiplier (SiPM) is a promising
semiconductor photosensor for future use in both TOF PET/CT and
PET/magnetic resonance imaging (MRI) scanners because the SiPM
is insensitive to magnetic fields and has internal gain and timing
properties that are compatible with the PMT [12,13]. It also has a
compact size that enables direct one-to-one coupling between the
scintillation crystal and the photosensor, yielding better timing
and energy resolutions than the light sharing methods that are
currently used in PMT PET systems. Recently, many encouraging
studies showed the feasibility of using the SiPM for PET and the
initial promising reconstructed images using SiPM PET scanners
[14–19]. The excellent timing resolution of SiPM-based PET detec-
tors reported recently in the literature also warrants the realiza-
tion of MR-compatible TOF PET scanners with better timing
resolution than the current level [20–22].

Although one-to-one coupling between the scintillation crystal
and the SiPM has the advantages mentioned above, this method
requires a huge volume of readout and processing electronics if no
electrical signal multiplexing or encoding scheme is properly
applied. Therefore, in this study, we utilized a projection-based
electric signal encoding scheme for SiPM array based TOF PET
detector blocks; with this scheme, we can reduce the complexity
and volume of the signal readout and processing electronics. We
also evaluated the effects of the SiPM array size on the timing and
energy resolutions of the proposed detector block, because the
combination of the multiple SiPM channels results in a higher dark
count rate that has potential adverse effects on the physical
performance.

2. Materials and methods

2.1. Projection-based signal encoding method

In an M�N SiPM array, the output signal of each SiPM channel
that is directly coupled to the pixelated scintillation crystal is
divided into two signal lines [Fig. 1]. These output lines are tied
together in row and column lines [23]. These row and column
signals are used to measure the energy and timing information (or
vice versa) of each incident gamma-ray event, respectively. The 2D
position of the gamma-ray interaction is determined by a combi-
nation of row and column signals. By applying this method, the
number of output channels is reduced from M�N to MþN. The
easy extendibility of this method with its flexible array size
provides another advantage.

Each of the row and column signal lines would then be
connected to an amplifier stage. Amplifier stages with different
characteristics that are suitable for either energy or timing
measurement would be preferred [21]. Simple inverting or non-
inverting amplifiers and complex multi-stage amplifiers, such as
differentiators and high-order shaping filters, can all be used in the
amplifier stages.

However, it must be noted that a too large array size and too
high encoding ratio can lead to degradation of the timing and
energy resolutions and the count rate performance because of the
increased dark count rate, resistance–capacitance (RC) value,
signal pass length difference, and dead time loss. Therefore, careful
evaluation of the performances of the detector blocks with
different array sizes is necessary to balance the signal encoding
ratio and the detector performance.

2.2. Front-end electronics and crystal block for concept verification

To implement the projection-based signal encoding method,
anode signal from a SiPM channel was split into two signals
through a resistor (47 Ω) and tied together in each row and
column directions as shown in [Fig. 2(a)]. A decoupling capacitor
of 0.1 mF was used at each SiPM anode output. Front-end printed
circuit board developed for testing the signal encoding method is
shown in [Fig. 2(b)]. For concept verification, 4�4 channel SiPM
devices (MPPC S11064-050P, Hamamatsu Photonics K.K., Japan)
[18,19,24] were used to assemble an up to 12�12 SiPM array. Each
SiPM channel has an active area of 3�3 mm2, consisting of 3600
pixels with a size of 50�50 μm2. Each of the row and column
signals was amplified using a high speed and high bandwidth
amplifier with a simple inverting scheme. The gain of the column
amplifiers (�10) was set to be higher than that of the row
amplifiers (�4) for improved timing performance [20,21].
The output signal of each amplifier was connected with a LEMO
cable connector. To avoid the influence of uneven path lengths
during PCB trace routing, trace paths between each SiPM anode
output and each row/column amplifier were made symmetric. In
addition, each row or column trace path from an output of each
amplifier to each LEMO cable connector had the same length.
Careful impedance matching was done during PCB design.

While all the SiPM cathodes were connected to a common high
voltage supply, each SiPM anode was connected to each of the
output channels of the digital-to-analog (DAC) converter (octal,
16 bit, buffered voltage output type). The magnitude of the DAC
output was controlled by using dedicated software via an I2C
(inter-integrated circuit) interface to provide different bias voltage
levels that are optimized for each SiPM. To reduce the complexity
of circuits due to bias connections, one SiPM device (4�4 SiPM
array) was supplied by one bias voltage [Fig. 2(a)].

The scintillation crystal that we have used throughout this
study is the lutetium gadolinium oxyorthosilicate (LGSO) crystal
(Lu1.9Gd0.1SiO4: Ce; Hitachi Chemical Co., Ltd.) [25,26]. Each SiPM
channel was directly coupled to a 3�3�20 mm3 LGSO crystal,
which was wrapped with a 3 M-enhanced spectral reflector (ESR)
polymer with a thickness of 0.065 mm. Optical grease (Saint-
Gobain BC-630, refractive index of 1.465) was used to optically

M x N SiPM Array
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Fig. 1. Conceptual diagram of the projection-based signal encoding method.
Output signals from the SiPM channels are tied together in row and column lines.
The row and column signals are used to measure the energy and timing informa-
tion of each incident gamma- ray event.
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couple the crystal to the SiPM. To match the pitch of the crystal
array with that of the SiPM array (the vertical and horizontal
pitches were 4.50 mm and 4.05 mm, respectively), the crystal
array was assembled using an acrylonitrile butadiene styrene
(ABS) frame constructed with a 3D printer (Mojo, Stratasys,
USA). Fig. 2(c) shows the 12�12 LGSO crystals held by the
ABS frame.

2.3. Measurement setup

Fig. 3 shows the test setup for performance measurement of the
developed detector block with its front-end electronics using a 22Na

point source (diameter o0.3 mm). A reference detector was used to
detect the coincidental gamma-ray events only. The reference detector
consisted of an R9800 fast PMT (Hamamatsu Photonics K.K.) and a
4�4�10mm3 LYSO crystal, which was wrapped with a 3M-ESR
polymer [11]. The reference detector has a single time resolution of
�200 ps, which was measured with a bias voltage of 1300 V and a
threshold level of �3% (percentage from average peak voltages for
511 keV) in a leading edge discriminator (LED). A 22Na point source
was attached on the reference detector. The distance between 22Na
point source and the developed detector was �30 cm. During the
measurement, the reference detector and point source were moved in
parallel with the surface of SiPM.
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Fig. 2. Front-end electronics circuit implemented for testing of the projection-based signal encoding method (a), PCB board (b), and the LGSO crystal array (c).
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Fig. 3. Test setup for performance measurement of the developed detector block and the signal encoding method.
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Because the properties of the SiPM output depend on the
operating temperature [12,13], the developed and reference detec-
tors were placed in a temperature-controlled box with a constant
temperature of 20 1C. All output signals from the two detectors
emerged from the box through a small hole (diameter: 5 cm).
To discriminate between the signals and the noise from each
detector, LED NIMs (nuclear instrument modules, N840, CAEN,
Italy) were used. The LED output pulses were used to determine
coincidence events and to obtain the timing information of the
incident gamma-rays. The coincidence events were determined by
using an AND NIM module (N455, CAEN), and the output pulses of
the AND module generated gate pulses using a gate module (N93B,
CAEN). These gate pulses were then used to integrate the input
pulses from each of the detectors for energy measurement in a
charge-to-digital converter (QDC) VME module (V965, CAEN).
The gate pulses were also used as common-stop pulses in a
time-to-digital converter (TDC) VME module (V775N, CAEN) to
measure the time information of the coincidence signals. The TDC
module measures time differences of up to 140 ns with 35 ps/bit
resolution. The output pulses from the LED were used as start
signals for the TDC. Appropriate cable lengths were added to the
QDC inputs to ensure that the SiPM signals arrive within the gate
pulses. To measure energy information from each row signal, all
rows were connected into a 16-channel QDC. Because the AND
logic had only two signal inputs, output of the reference detector
and a selected column of developed detector block were con-
nected into the inputs of an AND logic. Data from all SiPM
channels were acquired while changing the column lines.

2.4. Experiments

The breakdown voltages of all the SiPM channels were esti-
mated at first, because most of the properties of the SiPM output
are related to the breakdown voltage [12,20]. The timing resolu-
tion of the SiPM detector was then measured under different bias
voltages and trigger threshold levels to find the optimal bias
voltage for each SiPM. The timing and energy performances of
the developed detector blocks were also measured for various
SiPM array sizes (4�4, 8�8, and 12�12). All energy and timing
resolutions were calculated in the full width at half maximum

(FWHM) from a Gaussian fit. None of timing corrections was
applied.

3. Results

3.1. Determination of optimal bias voltages

To find the breakdown voltages, energy spectra were obtained
under various bias voltages with 0.2 V steps for all 144 SiPMs
(Fig. 4(a)). The photo-peak position was selected in each spectrum
and was then plotted against bias voltage for all SiPM channels. All
of the plots fitted well with a second order polynomial curve
(coefficient of determination; R240.99). The breakdown voltage
was defined as the zero-crossing point of the fitted curve in each
plot of photo-peak position versus bias voltage (Fig. 4(b)).

Fig. 4(c) shows the breakdown voltage distribution for a 12�12
SiPM array. The breakdown voltage was uniform across the SiPM
channels in every SiPM device. Therefore, the average breakdown
voltage for each SiPM device (as shown in top-left corner on each
SiPM device in Fig. 4(c)) was used in further experiments to
simplify the bias voltage supply scheme.

In one SiPM channel of each device, the coincidence time
resolutions were measured at various overvoltage levels with
0.2 V steps under different LED threshold levels (i.e. 1.5%, 3.0%,
4.5%, and 6.0% of the 511 keV energy peak). The overvoltage is the
difference between the applied bias and breakdown voltages.
Fig. 5 shows the coincidence time resolutions of one SiPM channel
from each device as a function of the overvoltage under different
LED thresholds. The same overvoltage range, from 1.8 to 2.4 V,
yielded stable and good coincidence time resolution values for all
LED threshold levels. Therefore, a 2.2 V overvoltage was supplied
to each SiPM device and a LED threshold level of �3% was applied
to each of the timing measurement signal lines.

3.2. Coincidence time resolution and energy resolution for various
SiPM array sizes

To evaluate the proposed method, the coincidence time resolu-
tion values were measured using various SiPM array sizes (4�4,
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8�8, and 12�12). These SiPM arrays consist of 1, 4 (2�2), and 9
(3�3) SiPM devices. While all nine SiPM devices were assembled
together on the test circuit board, SiPM devices that were not used
for the evaluation of smaller array sizes were turned off during
these measurements. A reference detector, which consists of
R9800 PMT and a 4�4�10 mm3 LYSO crystal, was used to acquire
coincident events and to calculate coincidence time resolutions
from a 22Na point source.

Fig. 6(a) shows the coincidence time resolution distribution for
all of the 4�4 SiPM arrays. Each average coincidence time
resolution of 16 SiPM channels in each 4�4 SiPM array was
calculated (MAX: 327 ps, MIN: 296 ps, mean: 311 ps) and noted on

the top-left corner in Fig. 6(a). Four SiPM devices (index numbers:
4, 5, 7, 8 [dashed box in Fig. 6(a)]) were selected to assemble 8�8
SiPM array. Fig. 6(b) and (c) shows the coincidence time resolution
distributions of the 8�8 and 12�12 SiPM arrays, respectively. The
average resolutions were 320731 ps (8�8 array) and 335728 ps
(12�12 array). Table 1 shows the single time resolution of SiPM
detectors which were calculated by the convolution-subtraction of
the single time resolution of reference detector (200 ps), and the
expected coincidence time resolutions of two identical SiPM
detectors with same array size [11].

The energy resolutions of the various SiPM array sizes were
also measured. Fig. 7 shows the energy resolution distributions of
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the 4�4, 8�8, and 12�12 SiPM arrays. The average energy
resolutions of all single SiPM channels in each array were 11.8%,
12.5%, and 12.8%.

3.3. Propagation delay

In this detector array, the column and row signals were
projected into a single side. Therefore, there is a difference in
the electric signal transmission path lengths, which run from the
output pin of each SiPM to the input pin of each amplifier. The
path length difference among the SiPM channels resulted in a
propagation delay (a trigger time difference relative to the closest
channel to the amplifier). Fig. 8 shows the propagation delay
among the SiPM channels located along the 4th column of a
typical SiPM device (where channel number 13 was the closest
channel). From the slope of the plot in Fig. 8, we were able to
calculate a constant propagation delay of �111 ps per SiPM
channel, which would be useful information when compensating
for the related TOF estimation error.

4. Discussion

In this study, we evaluated a projection-based signal encoding
method for SiPM arrays in which the row and column projection
signals were amplified with different gains to estimate the energy
and timing information. Dedicated front-end electronics were
developed and the optimal bias voltage for each SiPM was
determined by considering stability in the timing resolution. For
SiPM arrays with different array sizes, the timing and energy
resolutions were compared. The largest array size tested in this

study was 12�12, and this detector block was�5�5 cm2 in size,
which is equivalent to the size of a block detector using 2�2 one-
inch PMTs.

Most properties (i.e. the amplification gain and the dark count
rate) of the SiPM output are sensitive to the bias voltage applied to
the SiPM. In particular, the SiPM gain increases with increasing
overvoltage. A similar gain dependence on bias voltage has also
been reported for SiPM devices other than the MPPC used in this
study [27,28]. In addition, the change in gain of the SiPM caused
by a fractional bias change is much larger than that of the PMT. It is
also known that the breakdown voltage and the bias voltage that
yields the same amplification gain vary considerably across the
devices [12]. Our results (Fig. 4(c)) also show that the breakdown
voltage distribution across the devices is not uniform (maximum
difference �2 V) because of the lot-to-lot variability in SiPM
fabrication. In contrast, the variation of the breakdown voltage
across the channels within a device was relatively small, mainly
because the multi-channel MPPC S11064-050P used in this study
was produced by tiling of discrete single element MPPCs which all
had similar responses. Therefore, all 16 channels in a MPPC device
could be biased using a single voltage source.

In this study, it was confirmed that the SiPM coupled to a LGSO
scintillation crystal produces excellent timing resolution, as shown
in Fig. 5. Higher overvoltage values for the SiPM lead to improved
photon-detection efficiency (PDE), and improved PDE in turn
results in better timing performance because of the improved
photoelectron statistics at the rising edge of the output pulse
[13,20]. However, overvoltages higher than 2.4 V led to degrada-
tion of the timing resolution caused by an increased dark count
rate, yielding the typical “U-shaped” relationship between the

Table 1
Measured average coincidence time resolution between SiPM detectors and a
reference PMT detector, and calculated single and coincidence time resolutions of
SiPM detectors. Single time resolution of the reference PMT detector was 200 ps.

SiPM
array size

Coincidence time
resolution (ps)
SiPM–PMT

Single time
resolution (ps) SiPM

Coincidence time
resolution (ps)
SiPM–SiPM

4�4 316 245 346
8�8 320 250 353
12�12 335 269 380
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Fig. 7. Distribution of the energy resolutions of nine 4�4 SiPM arrays (a), an 8�8 SiPM array (b), and a 12�12 SiPM array (c). The average energy resolutions of all crystals
were 11.8%, 12.5%, and 12.8%, respectively. The blue dashed box indicates the SiPM devices used in the 8�8 SiPM array. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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coincidence timing resolution and the overvoltage shown in Fig. 5.
Regardless of their LED thresholds, all tested MPPCs yielded this
common “U-shape” relationship, with the flat region of minimal
coincidence timing resolution at an overvoltage of around 2.2 V.
Fig. 5 also shows that the coincidence timing resolution is best
when a 3.0% LED threshold was applied. The lower threshold is
able to trigger early detection of photons, but is vulnerable to
electronic noise.

The coincidence time and energy resolutions of the detector
modules with the various SiPM array sizes (4�4, 8�8, and
12�12) were measured with a 2.2 V overvoltage and a �3% LED
threshold level. Detector modules containing the 4�4 array
yielded consistent and good timing and energy resolution values.

As the SiPM array size increased, the average coincidence time
resolution also increased. This was mainly because of the increas-
ing number of connected column-side SiPM channels, which were
used to measure the timing information. This leads to greater dark
count noise for each column output in the current readout
scheme. Increased count rates due to the intrinsic lutetium radio-
activity of the LGSO crystal would also affect the coincidence time
resolution. SiPM output pulses caused by both dark count noise
and intrinsic activity have long tails [20], leading to a higher
frequency of pulse pileup and baseline shift, which both have
adverse effects on the timing resolution. The baseline shift is also
enlarged by the other connected SiPM channels. However, the
difference in coincidence timing resolution between the 4�4 and
12�12 arrays was only 24 ps. Results from 4�4 SiPM array were
comparable with previous work that used a similar SiPM device
and measured coincidence time resolutions without any signal
encoding scheme [22]. The energy resolution also increased
slightly as the SiPM array size increased. However, this difference
was also negligible. From these results, the proposed concept can
be used in cost effective PET block detectors for human PET
scanner with minimal degradation of time performance.

The implemented circuit in this study used only an anode
output of each SiPM channel. But the proposed concept can adopt
any possible alternative encoding schemes, which can be split into
rows and columns. If a different kind of SiPM [29] which has three
outputs (cathode, anode, and fast output) is used, the circuit will
be more simplified. Moreover, time performance will also be able
to be improved since a fast output of each SiPM will be used for
column connections in the proposed concept.

The system performance of the PET is determined by several
factors, including the spatial, timing, and energy resolutions, and
the sensitivity. The crystal block used in this study does not have a
sufficiently high packing fraction to yield the best gamma ray
detection efficiency because we used pixelated LGSO crystals with
the same front surface area (3�3 mm2) as the sensitive area of
each SiPM. We matched these sizes to collect as much of the
scintillation light as possible. The effects of the size mismatch (a
larger crystal size than the SiPM sensitive area) will be addressed
in further studies, although the packing fraction of the SiPM is also
improving (49.4% in the MPPC array used in this study, but up to
74.0% in the latest version of the MPPC array).

5. Conclusion

A signal encoding method for a TOF PET block detector using
SiPMs to reduce the complexity and volume of the signal readout
and processing electronics required has been validated. The
proposed method showed promising results, which were mea-
sured for various SiPM array sizes.
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