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Development and Performance Evaluation of a
Time-of-Flight Positron Emission Tomography
Detector Based on a High-Quantum-Efficiency

Multi-Anode Photomultiplier Tube
Jeong-Whan Son, Guen Bae Ko, Jun Yeon Won, Hyun Suk Yoon, and Jae Sung Lee

Abstract—We present the development and performance evalu-
ation of time-of-flight (TOF) positron emission tomography (PET)
detector modules designed for a proof-of-concept prototype of a
TOF PET scanner based on the advanced high-quantum-efficiency
(high-QE) multi-anode photomultiplier tube (PMT) (Hamamatsu
H10966A-100 with super-bialkali photocathode) coupled with
LGSO scintillation crystals (3 mm 3 mm 20 mm) whose
cross section is smaller than that of crystals used in current
clinical scanners. Compact dedicated front-end analog electronics
combined with the high packing density and large effective area of
the multi-anode PMT allow a modular detector design and thus a
flexible and extendible geometry of the PET system. We optimized
the electrical parameters (trigger threshold level, high voltage of
PMTs, and amplifier gain) to yield the best timing resolution and
acquired excellent floodmap quality, energy resolution, and timing
resolution with the optimal setup; the average distance-to-width
ratio (DWR) of crystal peaks for 40 detectors was 5.3 1.0, and
the average energy resolution and coincidence resolving time
(H10966A-100 vs. H10966A-100) were 11.04 0.80% (FWHM)
and 341 45 ps (FWHM) respectively. The detector modules
developed in this study and optimized their parameters to yield
the best detector performance will be useful for the future devel-
opment of the next generation TOF PET scanners based on them.
Index Terms—Hamamatsu H10966A-100, LGSO, multi-anode

photomultipliers, time-of-flight (TOF) PET.

I. INTRODUCTION

I N POSITRON emission tomography (PET) studies, the
measurement of the arrival time difference of coinci-

dent gamma-ray pairs (time-of-flight (TOF) information)
allows more accurate localization of positron emitters on the
line-of-response (LOR), leading to improved reconstructed
PET image quality [1]–[3]. Propagation of image noise along
the LOR during the projection process in image reconstruction
is limited within a restricted space (segmented LOR) using the
TOF information, enhancing the signal-to-noise ratio (SNR) of
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PET images [4]. Accordingly, the TOF measurement improves
the diagnostic power of PET and/or reduces the scan time or
radiation dose [5], [6]. Another benefit of TOF information is
the mitigation of image artifacts due to inconsistent or missing
data in PET measurements [7], [8]. In addition, the joint esti-
mation of activity and attenuation data can be facilitated by the
improved TOF measurement, and is useful in reducing artifacts
due to the misalignment of emission and transmission data and
ultimately eliminating the necessity of transmission data for
PET attenuation correction [9], [10].
The SNR gain of PET images due to TOF information can be

calculated as , where D is the effective diameter of
the scanned subject, the positional uncertainty of a positron
emitter that is determined by the timing resolution of the PET
system, and k the variable determined by the TOF kernel shape
and filters used in reconstruction process [4], [11], [12]. Al-
though this estimation of TOF gain is accurate at the center of
a uniform object reconstructed using an analytic algorithm, the
SNR in non-uniform objects and iterative algorithms is also im-
proved with better timing resolution [1], [3], [13]. To achieve
better timing resolution of scintillation detectors used in PET
systems, scintillation crystals should yield more light photons as
quickly as possible and photo-sensors should measure the pho-
tons with high photon detection efficiency, a fast response time,
and a low transit time spread [14]–[16]. The TOF PET detec-
tors (so-called block detectors and quadrant-sharing detectors)
conventionally used in clinical PET and PET/computed tomog-
raphy (CT) systems comprise an array of segmented Lu-based
scintillation crystals (i.e., LSO, LYSO, and LGSO) and multiple
single- or four-anode photomultiplier tubes (PMTs) [17]–[19].
However, the minimum usable crystal size is limited because the
two-dimensional distribution of light photons generated from a
large number of crystals is measured by only the small number
of PMTs. Many light photons are also lost because of the gap
between the effective (light-sensitive) areas of PMTs, leading
to the degradation of the intrinsic spatial and timing resolutions
of the detector.
Two complementary approaches that can be taken to advance

TOF PET detectors are the use of silicon photomultipliers
(SiPMs) and the use of position-sensitive multi-anode PMTs.
The compactness of a SiPM allows the one-to-one coupling
of the scintillation crystal and photo-sensor, which enriches
the light collection and enhances the signal properties. The
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magnetic-resonance-compatibility of this sensor has also led to
the development of a PET/magnetic resonance imaging scanner
with TOF measurement capability. On the other hand, the
position-sensitive multi-anode PMT is much less vulnerable
to fluctuations in temperature and supply voltage in contrast
to the SiPM. A lower dark count rate and higher SNR at
room temperature [20] is another advantage of the multi-anode
PMT over the SiPM for TOF PET as these properties allow a
large multiplexing ratio of output channels and a low trigger
threshold for signal pickup and timing measurement. The better
radiation hardness of the PMT compared with the SiPM is
the reason why the PMT is preferred in TOF PET systems for
hadron-therapy monitoring.
As the next generation TOF PET scanners require higher spa-

tial resolution and more advanced functions (i.e., concurrent
measurement of the depth-of-interaction (DOI) and TOF infor-
mation) than current scanners, a multi-anode PMT with small
pixel size, large effective area, high packing density (effective
area/full dimension), good timing performance, and moderate
cost is favored. The Hamamatsu H10966A-100 is such an ad-
vantageous multi-anode PMT equipped with a super-bialkali
(SBA) photocathode that yields higher blue sensitivity index
(BSI) and quantum efficiency (QE) than the H8500, the conven-
tional and widely used multi-anode PMT equipped with a bial-
kali (BA) photocathode. In addition, the PMT has fewer dynode
stages than other multi-anode PMTs, leading to less transit time
and transit time jitter. It has been also shown that the high-QE
of H10966A-100 has the benefit for resolving small crystals
[21], [22].
The ultimate goal of our investigation is the develop-

ment of a proof-of-concept prototype of a TOF PET scanner
based on this advanced multi-anode PMT, the H10966A-100,
coupled with LGSO scintillation crystals with a front surface
size ( mm mm mm) smaller than that of crystals
currently used in most clinical scanners [17], [18], [23]–[27].
The study developed a detector module and optimized their
parameters (trigger threshold level, high voltage of PMTs, and
amplifier gain) to yield the best timing resolution. The optimal
setup was finally applied to 40 detector modules to confirm
the feasibility of a single PMT-ring TOF PET system under
development.

II. MATERIALS AND METHODS

A. Photomultipliers
We used an H10966A-100 high-QEmulti-anode ( ) PMT

(Hamamatsu Photonics K. K., Hamamatsu, Japan) with 64
anode outputs and a single last dynode output. Table I compares
the main characteristics of several flat-panel multi-anode PMTs
with the same dimensions provided by Hamamatsu Photonics.
The H10966A-100 employs an SBA photocathode, which
yields a higher BSI (13.5) and QE (34.1%@420 nm) than
conventional multi-anode PMTs with BA photocathodes. With
higher QE, the PMT generates more photoelectrons per single
event leading to improved time performance [28]. Additionally,
less transit time jitter is expected considering fewer dynode
stages (eight stages) and lower transit time of the H10966A-100
compared with other multi-anode PMTs (10–12 stages) [29].

Fig. 1. Developed PET detector. The compact electronics allow a modular
detector design that is suitable for building a PET scanner.

B. TOF PET Detector Design
For the TOF PET system with diameter 60 cm, spatial res-

olution of 3–4 mm, good sensitivity, modular design, and gap
between detectors 2 crystals, we developed PET detectors
consist of a scintillation crystal array, a PMT, and electronics as
shown in Fig. 1. LGSO ( ; Hitachi Chemical
Co., Japan) scintillation crystals ( mm mm mm) were
used with all surfaces chemically polished. The crystals were ar-
ranged in a array with a crystal pitch of 3.1 mm. The size
of the crystal array was therefore mm mm mm,
which is only slightly smaller than the effective area of the PMT
( mm mm), allowing an appropriate modular detector
design to be implemented in the PET scanner. Each crystal was
surrounded by enhanced specular reflectors ( 98 reflectance,
0.065 mm thickness; 3M, USA) except for one surface that was
in contact with the PMT window. The crystal array and PMT
were coupled with optical grease (BC-630; OKEN, Japan) to
minimize light loss during the transition from crystal to PMT.
Dedicated electronics including a gain compensator, a posi-

tion encoder, and amplifiers were implemented. A gain compen-
sation circuit was used to mitigate the gain non-uniformity of
PMT anodes, which had a maximum/minimum ratio of up to 2.7
[30]. The 64 gain-compensated anode signals were then multi-
plexed into four position-encoded signals (A, B, C, and D) using
a resistive charge division network [30]–[32]. The gamma-ray
interaction position was later determined using (1) and (2).

(1)

(2)

The position-encoded signals were amplified by fully differ-
ential amplifiers so that transmission noise cancelled out [33],
[34]. The gamma-ray arrival time information was derived from
a dynode signal. The dynode signal was magnified through an
ultrahigh-speed (1.5 GHz bandwidth, 4100 V s slew rate) cur-
rent feedback operational amplifier. Trigger signals were gener-
ated using a comparator as a leading edge discriminator by com-
paring dynode signals with the predetermined threshold voltage
and fed into the following time-to-digital converters (TDCs).
The threshold voltage was generated using a digital-to-analog
converter (0.61 mV granularity), and the voltage was regulated
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TABLE I
MAIN CHARACTERISTICS OF HAMAMATSU MULTI-ANODE PMTS

No measured transit time jitter data Estimated from quantum efficiency of H10966 and blue sensitivity index difference Measured by Hamamatsu
Photonics K. K.

Threshold

Fig. 2. Simplified circuit for generating timing signals from dynode signals of
a PMT.

by a microcontroller which was communicated through RS-232
protocol. The circuit design for timing signals is shown in Fig. 2.

C. Data Acquisition Setup
To evaluate the performance of the developed PET detector,

we used a reference detector comprising a single channel PMT
(R9800; Hamamatsu Photonics K. K., Hamamatsu, Japan) cou-
pled with a LYSO ( ; mm mm mm)
scintillation crystal. Using (3), with known single timing reso-
lution of the reference detector ( ps) and measured
timing resolution between the reference detector and the devel-
oped detector ( ), the coincidence resolving time (CRT)
of the pair of developed detectors (H10966A-100 vs. H10966A-
100) was calculated as .

(3)

A block diagram illustrating the measurement setup is shown in
Fig. 3. The distance between the reference detector and the de-
veloped detector was 20 cm, and a point source (13.6 )
was positioned in front of the reference detector for coincidence
acquisition.

Fig. 3. Experimental setup for coincidence data acquisition.

Time stamps were generated from the FPGA-based
dual-phase tapped-delay-line TDC that was implemented on a
Virtex-6 device (ML605; Xilinx, USA) [35]. Event processing
time for determining the time stamp (i.e., latency) was 47.5 ns.
The arrival time was estimated on a personal computer from the
time stamps. The TDC has 10 ps resolution, 12.8 ps measure-
ment uncertainty of time interval, and 200 MSa/s maximum
conversion rate. It also has the on-the-fly calibration capability
for correcting the nonlinearity of TDC caused by process,
voltage and temperature variations.
Data were acquired using a custom-built FPGA-based data

acquisition (DAQ) system [36]. The position signals were
sampled at 125 MSa/s with 12-bit resolution using pipeline
analog-to-digital converters (ADS6425; Texas Instrument,
USA). When the TDC received a trigger signal from a detector,
the TDC transmitted a trigger signal to the DAQ system in
20 ns. Once receiving a trigger signal from the TDC, the DAQ
system started to integrate the delayed position signals of the
triggered channel for 200 ns to obtain the energy information.
The energy of each position signal and the sum of the ener-
gies were calculated in real time with the DAQ system (took

ns integration time ns). Meanwhile, the TDC
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determined the arrival time and transmitted the information to
the DAQ system via a GTX transceiver (took about 300 ns). If
the triggered channel and the channel information (i.e., channel
ID) received through a GTX transceiver were matched (took
about 16 ns), the DAQ system synced the energy and time
information and transferred the data to a personal computer.

D. Optimization of Time Performance
To achieve the best timing resolution of the developed PET

detectors, we optimized three major electrical parameters that
determine timing resolution (i.e., the threshold voltage, high
voltage applied to PMTs, and dynode amplifier gain). The
CRT was estimated with five different threshold levels (3%,
5%, 7%, 10%, and 15% of the average 511-keV dynode pulse
peak voltage) and five different high voltages (900, 950, 1000,
1050, and 1100 V) of a PMT. With the optimized threshold
level and high voltage, the CRT was estimated for different
dynode amplifier gains (from 5 to 95) using three randomly
selected PMTs with different gains. The optimal setup was then
applied to 40 detector modules for the evaluation of the average
performance.
For each experimental setup, 6.5 million coincidence events

were acquired. Flood images were composed using all data
including those of scattered events. Energy histograms were
generated for individual crystals and relative energy peaks
and energy resolutions were calculated. Energy and timing
resolutions were calculated as the full-width-at-half-maximum
from Gaussian fits to the histograms.

III. RESULTS

A. Optimal Setup for Time Performance
The optimal threshold level, high voltage, and amplifier

gain for randomly selected detectors were 5% of the average
511-keV dynode pulse peak voltage, 1100 V (i.e., the maximum
value recommended by the manufacturer), and , respec-
tively, as shown in Fig. 4 (The time performances of these three
detectors ranked top 15, 33, and 60% out of 40 detectors.). In
Fig. 4, each point represents the average value of 225 crystals
in one detector. All three detectors with different gains (0.25,
0.22, and 0.13 10 ) showed same trend. We used 100 V
higher high voltage value than that recommended by manufac-
turer (1000 V) in order to achieve the best timing performance
although there is a concern that increasing high voltage may
cause increasing dark count noise and shorten lifetime of PMT.
With the recommended high voltage (1000 V), approximately
20 ps timing resolution degradation is expected as shown in
Fig. 4(a).
The best CRT acquired by the optimization was 312 ps, and

one-dimensional and two-dimensional CRT histograms of the
detector are shown in Fig. 5(a). The better CRTs in the central
region were mainly due to a greater number of detected light
photons, which will be discussed in Section III-C.

B. Flood Images
The two-dimensional position histogram was acquired

with the uniform irradiation of 511-keV gamma-rays from a
point source. In Fig. 6, all scintillation crystals

(a)

(b)

Fig. 4. Average coincidence resolving time of 225 crystals (a) with different
threshold levels and high voltages using the best detector (top 15%) among the
three randomly selected detectors and (b) with different amplifier gains using all
three detectors with different PMT gains (0.25, 0.22, and 0.13 10 ). The coin-
cidence resolving time of 312 ps was obtained with the optimal setup (threshold
of 5% of the average 511-keV pulse peak, high voltage of 1100 V, and the am-
plifier gain of ).

are clearly resolved in the flood image, verifying that the
detector is suitable for a high-resolution PET scanner. For
quantitative evaluation, the peak-to-valley ratio (PVR) and
distance-to-width ratio (DWR) were calculated [37], [38]. In
general, if the DWR is higher than 1, the detector is said to be
able to separate crystals from each other. The average PVR
was 10.73 and the DWR was 4.67 for the detector used in
Section III-A.

C. Light Output and Energy Resolution
With the detector used in Section III-A., relative light out-

puts were estimated for 225 crystals. The histograms of relative
photo-peaks are shown in Fig. 5(b). The figure shows an inho-
mogeneous photo-peak distribution that is mainly due to varia-
tions in the anode gain of a PMT and relatively low light col-
lection efficiency at the edges of the PMT.
Energy resolutions were estimated for 225 crystals and the

average energy resolution was calculated as 10.38% at 511-keV
as shown in Fig. 5(c). In the central region, energy resolutions
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Fig. 5. Two-dimensional and one-dimensional histograms of (a) the coinci-
dence resolving times, (b) the relative photo-peaks, and (c) the energy resolu-
tions for 225 crystals of a sampled detector with the optimal setup.

Fig. 6. Flood image and the central vertical and horizontal one-dimensional
profiles.

were better than those in the peripheral regions because of the
greater number of detected photons.

D. Performance of 40 Detectors
The optimal setup acquired from the three randomly selected

detectors in Section III-A was applied to all 40 detector mod-
ules. The average 511-keV dynode pulse peak voltage of 40 de-
tectors was 1521 557 mV. The flood map quality, energy reso-
lution, and timing resolution of the detectors were estimated em-
ploying the reference detector used in Section II-C. The average
DWR was 5.3 1.0. The average timing and energy resolution

Fig. 7. One-dimensional histogram of (a) the coincidence resolving times and
(b) the energy resolutions for 9000 crystals of 40 detectors acquired with the
optimal setup.

were 341 ps and 11.04% respectively, and one-dimensional his-
tograms are shown in Fig. 7(a) and 7(b). Their standard devia-
tions were 45 ps and 0.8% respectively.
Our assumption of the same optimal setup for all detectors

would contribute to the variations in dynode pulse peak voltage
and timing resolution shown in Fig. 7 because some of themmay
have different optimal setup. However, these variations would
be mainly attributed to the variations in PMT properties, such
as collection efficiencies, QEs, and gains. It is noted that the
product of the gain and collection efficiency ( ) and QE (or
BSI) are the two dominant factors affecting CRT values of TOF
PET detectors [39]. Additionally, the inverse proportionality of
the relationships between the CRT and and between the
CRT and BSI has been reported [28], [39], [40]. The optimiza-
tion of the developed PET detectors can be demonstrated by
investigating the relations of CRTs with and BSIs and
comparing the relations with the known tendencies reported in
the cited references. Fig. 8(a) shows the relationship between
CRT and the inverse of the square root of . Each
point represents the average result of 225 crystals in each de-
tector. Also, the dependencies of CRTs on each of and
BSI were examined by selecting only 15 PMTs with similar BSI
or values respectively. Fig. 8(b) and 8(c) show the re-
lationships between CRT and the inverse of the square root of

and BSI each. In the figures, proportionality was ob-
served in accordance with previous knowledge, which indicates
that the performance of the detector modules was well investi-
gated and a prototype TOF PET system with fine time perfor-
mance can be realized.

IV. DISCUSSION AND CONCLUSION
In this study, we developed PET detector modules designed

for a proof-of-concept prototype of a TOF PET scanner based
on the advanced multi-anode PMT, H10966A-100, coupled
with LGSO scintillation crystals having a smaller cross section
( mm mm mm) than those used in most current clinical
PET scanners. Compact dedicated front-end analog electronics
combined with the high packing density and large effective
area of the PMT allow a modular detector design such that the
scanner will be flexible and extendible with moderate cost. We
optimized the parameters (trigger threshold level, high voltage
of PMTs, and amplifier gain) to yield the best timing resolution
and to facilitate the advantages of excellent time performance
of the PMT. The results obtained with the optimal setup derived
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Fig. 8. (a) Coincidence resolving time of 40 detectors (average value of 225 crystals in each detector) according to the inverse of the square root of gain multiplied
by collection efficiency and blue sensitivity index of the PMTs. Coincidence resolving time of 15 detectors (b) with similar blue sensitivity indexes according to
the inverse of the square root of the and (c) with similar values according to the inverse of the square root of the blue sensitivity index.

in Section III-A demonstrated that excellent timing resolution,
energy resolution, and flood map quality can be achieved with
the optimal setup; the average CRTs and energy resolutions
for 40 detectors were 341 45 ps and 11.04 0.80 respec-
tively, and the average DWR was 5.3 1.0. In comparison with
current clinical whole-body TOF PET/CT scanners based on
PMTs (CRTs between 450 ps and 600 ps, energy resolutions
between 11.5% and 12.5%, and cross sections of scintillators
of mm mm [19], mm mm [17], [23]–[25] and

mm mm [18]), the developed detectors are expected
to yield much better time performance, energy, and spatial
resolutions on the system level. A better energy resolution is
maintained despite the smaller cross section of scintillators
because of the higher number of scintillation photons detected
by SBA photocathodes [21], [22]. With good energy resolu-
tion, fewer scattered events would be included without the
loss of true events by narrowing the energy window, leading
to further improved time performance. In comparison with
recently developed clinical scanners based on analog or digital
SiPMs (CRTs between 325 ps and 400 ps, energy resolutions
between 10.5% and 11.1%, and cross sections of scintillators of
mm mm [26] and mm mm [27]), the developed

detectors in this study showed comparable timing and energy
performance with smaller crystals ( mm mm). In addition,
we will be able to use high DWR values (distant and narrow
crystal positions) of developed detectors for DOI encoding
techniques based on relative offset or light sharing methods
[41]–[46] without losing the ability of crystal identification.
Accordingly, the developed detector will potentially satisfy

the requirements of a future PET detector with the concurrent
measurement of DOI and TOF information.
In general, the PMTs with higher blue sensitivity index and

lower transit time jitter yield better time performance of PET
detectors based on them [47], [48]. By using H10966A-100,
the advanced high-QE multi-anode PMTs with low transit
time jitter, we achieved excellent crystal identification, en-
ergy, and timing resolutions. Recent studies using normal-QE
multi-anode PMTs with clinical-sized Lu-based crystals (cross
section between mm mm and mm mm;
length between 20 mm and 26 mm) have shown timing reso-
lutions between 380 and 442 ps (442 ps was measured using a
large number of detectors ) [49]–[51]. On the contrary,
another recent study reported comparable timing resolution
(i.e., 348 ps) to the average timing resolution obtained in this
study (i.e., 341 ps) using a normal-QE multi-anode PMT and
a LYSO array with smaller size ( mm mm mm)
[52]. A limitation of this study is that we did not directly com-
pare the performances of high- versus normal-QE multi-anode
PMT-based PET detectors with same crystal block and readout
electronics setup. Therefore, further investigation to clarify the
quantitative benefit of better transit time jitter and QE would
be necessary.
Recent studies have reported timing resolutions between 200

and 250 ps using single-anode PMTs and fast scintillators [28],
[39], [48], [53], [54]. The major reason for the better timing
resolution compared with that of the detector developed in this
study is the short path length of light transport in the scintil-
lator to the PMT achieved by using short ( 10 mm) scintil-
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lators or by coupling the side face rather than the end face of
the scintillators. However, for clinical use, such detector con-
figurations are not suitable mainly because of the low sensi-
tivity and wide gap between scintillators. In contrast, the di-
mensions of the scintillation crystal used in this study were
mm mm mm, leading to high sensitivity and high

spatial resolution, and the detector is thus appropriate for clin-
ical TOF applications. It should be also noted that we mea-
sured the performance of detectors almost in system level using
FPGA-based TDC and DAQ system that we have developed for
TOF PET system implementation.
Our next milestone will be to build a proof-of-concept pro-

totype whole-body PET scanner based on the developed de-
tector modules. In addition, to fully exploit the superb DWR
or sparse flood histograms, a DOI encoding capability will be
added to the detectors without sacrificing TOF information for
the next-generation TOF PET scanner. In this way, it will be
possible to further improve the timing and energy resolution
from the depth-dependent analysis. Also, baseline and gain cor-
rections of dynode pulses obtained from a waveform digitizer
would be another way to improve the results.
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