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Introduction

Silicon photomultipliers (SiPMs) are now widely used in scintillation detectors and replace photomultiplier 
tubes (PMTs) in state-of-art positron emission tomography (PET) systems. Fast response time, magnetic field 
insensitivity, and compact size of SiPM allow the simultaneous PET scan with magnetic resonance imaging 
(Yoon et al 2012, Grant et al 2016, Ko et al 2016a, 2016b, Schug et al 2016, Stortz et al 2017, Omidvari et al 2017) 
and lead to superior energy and timing resolutions of PET systems through improved photon-counting statistics 
(Schaart et al 2010, Kang et al 2015, Nemallapudi et al 2015, Cates and Levin 2016, Kwon et al 2016, Ko and Lee 
2017).

However, high dark count rate and large terminal capacitance of SiPM result in the degradation of PET detec-
tor performance when output signals from multiple SiPMs are combined to configure sufficiently large area 
detectors for PET imaging (Lee and Hong 2010, Kwon and Lee 2014). To reduce such performance degradation, 
multiplexing methods that reduce the effective capacitance through capacitive coupling rather than resistive 
coupling were suggested (Bieniosek et al 2016, Park et al 2017). Nonetheless, the timing performance of these 
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Abstract
Energy measurement of scintillation pulses by using time-over-threshold (TOT) has advantages 
of low readout cost, low power consumption, and less complexity compared with conventional 
analog-to-digital converter (ADC) approaches. Therefore, TOT is attractive in positron emission 
tomography (PET) systems based on silicon photomultiplier (SiPM) arrays requiring many 
readout channels. However, poor energy resolution and linearity of TOT leads to degradation of 
the overall PET detector and system performance, which is unsuitable for high-performance PET 
systems. To overcome these limitations, we propose a novel time-based signal-sampling method, 
sawtooth threshold sampling (STS), for PET scintillation detectors. This method uses a sawtooth-
shaped threshold signal generated adaptively to the input scintillation pulse. Based on the time 
difference between the rising and falling edges of the digital pulse train generated by comparing 
the input scintillation pulse to the sawtooth signal, we can estimate the input scintillation pulse 
amplitude at the several time points. We compared several curve-fitting and numerical integration 
methods for energy estimation from the STS samples. Coincidence data between two identical 
scintillation detectors composed of one-to-one coupled SiPM and LGSO crystal (3  ×  3  ×  20 mm3) 
was measured using the proposed STS circuit. For timing- and energy-resolution measurement, 
STS (10.5%  ±  0.21% and 200  ±  5.8 ps) was superior than simple TOT (16.4%  ±  0.52% and 
224  ±  8.2 ps) and was similar to high-speed ADC (9.84%  ±  0.11% and 193  ±  4.3 ps). In conclusion, 
the proposed method can be a cost-effective solution for data collection in future SiPM-based PET 
systems.
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multiplexing methods is still limited by the accumulation of dark current. Therefore, reducing the multiplexed 
detector area and applying individual signal readout from SiPM is preferred in the time-of-flight (TOF) PET 
detectors; however, these approaches require a large number of readout channels.

Accordingly, the digitization of a large number of signals sent from SiPM-based PET detectors without deg-
radation of their physical characteristics such as energy, timing, and spatial resolutions has been actively investi-
gated. In general, the best detector performance can be achieved using high-speed free-running analog-to-digital 
converters (ADCs) (Schaart et al 2010, Yeom et al 2013, Cates and Levin 2016).

However, free-running ADCs are expensive and consume significant power. A less expensive solution, both 
in cost and power, is the time-over-threshold (TOT) method, which uses a comparator with constant threshold 
voltage to convert pulse height to temporal width proportional to energy (Powolny et al 2008, 2011, Won et al 
2016a). The temporal width is then measured using a time-to-digital converter (TDC) or counter circuit. There-
fore, we call this type of method time-based readout. TOT is a simple and cost-effective method that might be 
suitable for highly dense radiation counting systems. However, the pulse-shape information is lost in the TOT, 
which is necessary for distinguishing the scintillation crystals from a phoswich PET detectors. The phoswich 
detector enables the depth-of-interaction (DOI) measurement (Seidel et al 1999, Ito et al 2011) or improves 
the spatial resolution (Bergeron et al 2009) through the pulse-shape discrimination (PSD). Although a TOT-
based DOI detection method was suggested (Chang et al 2017), this method requires additional pulse amplitude 
measurement to avoid the DOI mis-classification due to Compton scattering. Nonlinear relationship between 
input charge proportional to absorbed radiation energy by scintillation detector and TOT outcome is another 
drawback of TOT, which is accompanied with the trade-off between energy and timing resolutions and dynamic 
range. Accurate timing information is particularly important in TOF PET systems because better timing reso-
lution leads to better image quality (Karp et al 2008, Conti 2011). Energy information should also be accurate 
because it helps in rejecting scattered events and recovering inter-crystal scattering events (Wagadarikar et al 
2014, Lage et al 2015, Fu et al 2016, Lee et al 2018a, 2018b).

Although several different approaches have been suggested to overcome the drawbacks of TOT, they still 
have some limitations. One of these approaches is the pulse-width modulation (or charge-to-digital converter), 
which provides linearly decayed output signal by discharging constant current from the stored charge or pulse 
peak from the detector (Parl et al 2012, Bieniosek et al 2013). The linear decay of output signal yields better 
energy linearity. TOT using two different threshold voltage levels (dual-threshold TOT) also improves energy 
linearity (Grant and Levin 2014, Ko and Lee 2017). Reducing the trade-off between energy and timing resolu-
tions is another advantage of the dual-threshold TOT. Dynamic TOT method, in which the dynamically varying 
threshold is applied following pulse shaping, improves energy linearity and dynamic range at the expense of 
timing performance degradation due to pulse shaping. In the dynamic TOT method, linearity between energy 
and TOT can be achieved by selecting a threshold function depending on the input signal shape (Shimazoe et al 
2012, Yonggang et al 2014). Although abovementioned variations of TOT have overcome many limitations of 
the original TOT, they still have some disadvantages in different aspects such as poor timing performance. In 
addition, decay time information on the scintillation pulse, which enables DOI measurement, is not provided by 
the abovementioned TOT variations. Scintillation pulse shape can be reconstructed by applying multi-voltage 
thresholds (MVTs) (Xie et al 2005, Kim et al 2009, Xi et al 2013). However, the MVT method requires multiple 
comparators and digital readout channels, which weakens the best advantage of TOT, simplicity.

Here, we propose a novel time-based signal sampling method for scintillation detectors. In the proposed 
method, a sawtooth-shaped threshold signal is generated adaptively to the input pulse for generating output 
digital pulses. Then, the input signal is restored by applying curve-fitting or numerical integration methods. We 
compared the timing and energy performance of the proposed method with those of digitization methods using 
high-speed free-running ADC and TOT. The PSD for two different scintillation crystals with different decay 
times using the proposed method were also demonstrated. The main advantage of the proposed method over 
MVT is that it needs only single comparator and digital readout channel.

Methods

Concept of sawtooth threshold sampling
The output pulse from the scintillation detectors used in TOF PET rapidly increases from the baseline and slowly 
decays exponentially. The rising edge of the scintillation pulse possesses information on the photon arrival time. 
The peak amplitude and area (i.e. charge) of scintillation pulse is proportional to the absorbed gamma-ray 
energy by the detector. In phoswich-type detectors (Dahlbom et al 1997, Seidel et al 1999, Hong et al 2008), the 
pulse shape characterized by the decay time provides DOI information. Typically, the scintillation pulse can be 
represented by a biexponential model as follows:

S(t) =

®
0 if t < t0

ae−(t−t0)/τd(1 − e−(t−t0)/τr) if t � t0
, (1)
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where t0 is pulse onset time, a is amplitude, τd is decay time, and τr is rise time parameter. The biexponential model 
accurately describes the shape of the scintillation pulse, allowing the accurate prediction of timing resolution 
(Shao 2007).

Equation (1) shows that noiseless scintillation pulse shape can be estimated from only four data samples. 
Much smaller number of sampling points than that provided by high-speed free-running ADC might be neces-
sary for pulse-shape estimation based on the biexponential modeling.

Sawtooth threshold sampling (STS) method proposed in this paper is based on the biexponential modeling 
of scintillation pulse. In this method, output digital pulse train (solid line in figure 1(a)) is generated by compar-
ing the input scintillation pulse (dashed line in figure 1(a)) and adaptively generated sawtooth-shaped threshold 
(dotted line in figure 1(a)). The voltage level of sampling points on the input pulse can be estimated from the 
width of squares of output signal and the slope of sawtooth signal. Many data samples (red circles in figure 1(a)) 
obtained, as shown in figure 1(a), enables us to retrieve energy and time information from digital output.

This STS circuit can be simply implemented using some basic circuit components including comparator, 
buffer, inverter, analog switch, resistor, and capacitor (figure 1(b)). The initial threshold, T0 should be set to avoid 
false triggering due to electrical noise. This circuit operates in the following way: (1) When the input pulse [S(t)] 
is smaller than the initial threshold voltage, the threshold voltage [T(t)] is T0 because the comparator output 
[D(t)] is low, and thus the analog switch remains closed. (2) When the input signal reaches T0, the comparator 
output goes to high and then the analog switch opens. (3) Threshold voltage ramps up from T0 with RC time con-
stant (RsCs) until it crosses the input pulse. (4) When the threshold voltage becomes larger than the input pulse, 
the comparator output goes to low, analog switch is closed, and threshold voltage quickly falls to initial threshold. 
(5) These operations are repeated until the input pulse is decayed below initial threshold.

The change in threshold voltage over time can be expressed by the following equation, considering the propa-
gation delay of circuit components and printed circuit board trace.

T(t) =





T0 if t < tr
(0), t(i)

r � t < t(i)
r + td

(VOH − T0)(1 − e−
t−(t

(i)
r +td)

RSCS ) + T0

if tr
(i) + td � t < t(i)

f + td

, (2)

where VOH is the high-level output voltage of the buffer, Rs and Cs are the resistance and capacitance, respectively, 
of the low-pass filter for sawtooth slope generation, td is the propagation delay from the comparator input to 

buffer output, t(i)
r  is the occurrence time of ith rising edge in the output pulse train, and t

(i)
f  is the occurrence time 

of ith falling edge in the output pulse train. Because t
(i)
f  is the time when S(t) and T(t) are equal, the voltage level at 

each sampling point can be calculated using only the time information offered by the output pulse train (t(i)
r , t

(i)
f , 

and W(i) = t(i)
f − t(i)

r ) as follows:

V(t(0)
r ) = T0 (3)

Figure 1. STS method (a) principle and (b) circuit implementation.
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V(t(i)
f ) = T(t(i)

f )

= (VOH − T0)(1 − e−
t
(i)
f

−(t
(i)
r +td)

RSCS ) + T0

= (VOH − T0)(1 − e−
W(i)−td

RSCS ) + T0

= VOH − (VOH − T0)e
td

RSCS e−
W(i)

RSCS .

 (4)

If W(i) � RSCS, equation (4) can be linearly approximated as in equation (5).

V(t(i)
f ) = VOH + (VOH − T0)

e
td

RSCS

RSCS
W(i)

= P1 + P2W(i).
 (5)

Finally, the energy of the recorded scintillation events can be calculated as described in the next sections.

Experimental setup
To show the feasibility of the proposed method, the circuit shown in figure 1(b) was implemented using discrete 
circuit components. RS, CS, and T0 were set to 30 kΩ, 15 pF, and 10 mV, respectively.

Figure 2 shows an experimental setup to evaluate the performance of the proposed method. Two identical 
one-to-one coupled detectors were constructed for coincidence data acquisition. Chemically polished LGSO 
(Lu1.9Gd0.1SiO4:Ce; Hitachi Chemicals, Japan) crystals with 3  ×  3  ×  20 mm3 dimension were used in this study. 
Five sides of the crystals were wrapped with enhanced specular reflectors (ESR; 3M, USA) except for one light exit 
surface. The crystals were optically coupled with Fondazione Bruno Kessler (FBK) near-ultraviolet high-density 
(NUV-HD) SiPMs with 4  ×  4 mm2 active area and 30 µm microcells (Piemonte et al 2016).

The anode signals of SiPMs were split to two amplifiers for energy and time measurement. The energy and 
time channels of one detector (reference detector) and energy channel of the other detector (target detector) 
were directly digitized using a digital oscilloscope (DSO9064A, 5 GS s−1 sampling speed, 600 MHz analog band-
width, 8-bit amplitude resolution; Keysight Technologies, USA). The time channel of target detector was passed 
to the STS circuit. The energy channel of the target detector was used as a reference for assessing and calibrating 
the linearity of STS. The amplification gain of the energy signal and STS/TOT input signal was five times, but the 
amplification gain of the time signal connected to the oscilloscope was ten times.

The detectors were irradiated using a 23.4 µCi 22Na point source located 5 cm from the detector surfaces. 
Both SiPMs were operated at 8.0 V above their breakdown voltage at 20 °C. Data was repeatedly acquired five 
times for each experimental setup, and each data set included 20 000 coincidence events.

Width to height conversion
To acquire the time and voltage of the sampling point from the digital pulse train of the STS circuit, the pulse width 
[W(i)] should be converted to the amplitude (i.e. height) of scintillation pulse using the relation in equations (4) 
or (5). For the first pulse of STS output, equation (5) can be expressed as follows:

V(t(0)
f ) = P1 + P2W(0). (6)

Figure 2. Experimental setup for measuring STS performance.
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To obtain P1 and P2, 5000 data points of the width of the first pulse of the STS output pulse train [W(0)] and the 

height of the scintillation pulse at the first falling edge 
î
V
Ä

t(0)
f

äó
 were sampled from the digitalized STS signal and 

the scintillation signal. The P1 and P2 in equation (6) were then estimated by applying linear regression to the 
sampled data. Using this linear model, the sampling points on the scintillation signal could be determined from 
the STS pulse signal.

Energy estimation
From the sampling points derived from the STS pulse, we can estimate energy information using the following 
methods. In these methods, only the first six sampling points were used for pulse reconstruction.

Nonlinear least squares (STS-NLS)
The NLS method is the most common way to fit a set of data points. NLS curve fitting was applied to equation (1). 

For simplicity, we regarded t0 as the point of the first rising edge of the digital pulse train 
Ä

t(0)
r

ä
. This method 

includes a time-consuming iterative calculation process, but it has the advantage of recovering all information, 
including decay time of scintillation crystal. The energy was calculated by integrating the fitted model in the  
300 ns interval from the beginning of the pulse.

Linear least squares (STS-LLS)
If we know the decay and rise time of scintillation detector, τd and τr in equation (1) can be treated as constants. 
Therefore, equation (1) can be rewritten as the following linear equation:

S(t) =

®
0 if t < t0

ae−(t−t0)/τd0(1 − e−(t−t0)/τr0) if t � t0

=

®
0 if t < t0

af (t) if t � t0
,

 (7)

where τd0 and τr0 are constant decay time and rise time, respectively.
Thus, using the linear model described in equation (7), the fitting can be simplified, from nonlinear to linear. 

Compared with the STS-NLS method, the STS-LLS method includes an analytical computation process with a 
simple matrix operation and is more robust to noise because fewer variables are to be estimated. τd0 and τr0 were 
determined by averaging 1000 digitized waveforms and fitting them to a biexponential model. The energy infor-
mation was simply determined by fitting parameter a because the integration of fitted model is proportional to a.

Rectangular sum (STS-RS)
A basic way to obtain energy information from the STS signal is numerical integration. Figure 3(a) shows the 
numerical integration using the rectangular rule. For n sampling points, the energy estimator of rectangular sum 
is expressed as follows:

e =
n∑

i=0

v(i+1)(t(i+1) − t(i)),

 (8)
where v(i) and t(i) are the voltage and time of the ith sampling points, respectively.

Trapezoidal sum (STS-TS)
We also calculated energy information using numerical integration in a trapezoidal manner (figure 3(b)). For n 
sampling points, the energy estimator of trapezoidal sum is expressed as follows:

Figure 3. Three different numerical integration methods (a) STS-RS, (b) STS-TS, and (c) STS-TS0.
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e =
n∑

i=0

1

2
(v(i+1) + v(i))(t(i+1) − t(i)).

 (9)

Trapezoidal sum with zero rise time (STS-TS0)
Because the rise time of the scintillation signal is short, the simple trapezoidal sum can produce errors. To reduce 
this error, the STS-TS method was slightly modified, as shown in figure 3(c), and is expressed as follows:

e = 1
2 (2v(i) − v(2)−v(1)

t(2)−t(1) (t
(1) − t(0)))

+
n∑

i=1

1
2 (v

(i+1) + v(i))(t(i+1) − t(i)).
 (10)

Energy linearity, energy resolution, and timing resolution
Energy linearity, energy resolution, and timing resolution were measured to evaluate the performance of the STS 
circuit.

To evaluate linearity and to apply energy calibration, the energy estimated from the proposed methods were 
compared with the energy obtained by the pulse integral from the oscilloscope data. We define integral nonlin-
earity (INL) as the figure-of-merits of energy linearity, as shown in the following equations and figure 4:

INL100−600 keV(E) =
h(E)− f (E)

h(600 keV)− h(100 keV)
 (11)

INLmax = max[INL100−600 keV(E)] (12)

INLmin = min[INL100−600 keV(E)] (13)

INLmean =
|INLmax|+ |INLmin|

2
, (14)

where energy transfer curve h(E) is the energy acquired by using the proposed method as a function of real 
energy (calculated by pulse integral of scintillation pulse), f (E) is the best-fitted straight line to h(E). From the 
acquired data, h(E) was calculated at a 20 keV interval.

For accurate energy measurement, the nonlinearity of energy estimation was calibrated using h(E). Energy 
resolution was obtained using the corrected energy data. Coincidence timing resolution (CTR) between the tar-
get and reference detectors was measured for timing performance evaluation. The arrival time in the reference 
detector was extracted using a digital leading edge discriminator with a 10 mV threshold, after a baseline correc-
tion and cubic spline interpolation by a factor of 10 (Ko and Lee 2015). For the target detector, the arrival time 
was extracted from the first rising edge of the STS pulse train. Only the events around full-width-at-tenth-maxi-
mum from the photopeak were used for the CTR analysis.

Figure 4. Definition of INL.

Phys. Med. Biol. 64 (2019) 125020 (13pp)
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Performance comparison with ADC and TOT
We compared the performance of the proposed method with direct waveform sampling using high-speed ADC 
(5 GHz sampling rate) and with TOT methods. For the ADC sampling method, the measurement setup and the 
analysis method for the target detector were the same as that of the reference detector. For the TOT measurement, 
the STS circuit was replaced by a simple comparator with a constant threshold voltage. Energy linearity, energy 
resolution, and CTR for TOT were measured by the same method as that in the STS data processing. To show the 
effect of threshold voltage on CTR, the threshold voltage of target detector was swept from 10 mV to 100 mV for 
all three methods, while that of the reference detector was fixed to 10 mV.

Performance dependency on sampling frequency
The accuracy of the time-based readout method is affected by the time measurement accuracy. The most preferred 
way to measure time is to use TDC with high precision. Implementing TDC by using the carry chain in the field 
programmable gate array (FPGA) can achieve a precision higher than 20 ps (Liu et al 2016, Won et al 2016b), but 
it uses a lot of FPGA resources. On the contrary, measuring pulse width by the number of clocks using a counter 
circuit requires less resources. However, the accuracy of this method is limited by the clock frequency. Therefore, 
to explore the effects of sampling rate of acquisition electronics on energy estimation, we implemented a virtual 
counter operating at 0.2, 0.1, 1.0, 2.0, and 4.0 ns clock period (i.e. 5, 2.5, 1.0, 0.5, and 0.25 GHz clock frequency, 
respectively) by down-sampling the measured waveform. Using the results obtained from the virtual counter, the 
effects of sampling rate on INL, energy resolution, and CTR for each energy estimation method were examined. 
In all cases, time information was recorded with a resolution of 20 ps at the first rise edge of the STS signal, under 
the assumption that TDC was implemented on FPGA for time measurement.

Capability of PSD
One of the advantages of the proposed method over the conventional time-based readout is the capability of 
PSD for DOI measurement. To prove this, two types of LGSO crystals with different levels of lutetium content, 
L0.2GSO (Lu0.4Gd1.6SiO4:Ce, τ  =  60 ns) and L0.95GSO (Lu1.9Gd0.1SiO4:Ce, τ  =  40 ns), were tested (Hong et al 
2008, Ko et al 2013, Ko and Lee 2017). The size of the scintillation crystals was 1.5  ×  1.5  ×  7 mm3 and the crystals 
were attached to the center of the SiPM pixel. To distinguish the scintillation crystals, pulse integrals with two 
different integration windows, the head integration (integration of the front part of the scintillation pulse) and 
the tail integration (integration of the end part of the scintillation pulse) were calculated. Using the ratio of head 
integration and tail integration, the pulse shape of each scintillation crystal can be distinguished (Ko and Lee 
2017). The reconstructed pulse with STS-NLS method was used for the pulse integration.

Results

Reconstruction of scintillation pulse
Figure 5(a) shows the width–amplitude curve for the STS circuit with RSCS  =  450 ns. The linear model 
in equation (6) fits well to the data because W(0) � RSCS  was satisfied. The exponential decaying pulse was 
successfully reconstructed from the STS signal using the linear relationship. The representative waveforms and 
reconstructed pulse by STS-NLS method are shown in figure 5(b). The reconstructed pulse was nearly identical 
to the original scintillation pulse.

Performance according to energy estimation method
We evaluated the energy linearity of the proposed energy estimation methods for STS. Figure 6 shows the energy 
dependent INL for each method. Curve-fitting methods (STS-NLS and STS-LLS) generally showed better 
linearity than the numerical integration methods (STS-RS, STS-TS, and STS-TS0). This is mainly because 
numerical integration methods cannot completely estimate the area of the scintillation pulse, as shown in 
figure 3. Nevertheless, all STS methods showed much better linearity than the TOT method (figure 6(f)) with a 
threshold voltage of 100 mV.

Among the curve-fitting methods, STS-LLS performed better than STS-NLS, as predicted from a small num-
ber of estimated variables of STS-LLS. In the case of numerical integration methods, STS-TS0 showed the best 
performance.

The results of the quantitative evaluation are summarized in table 1. The methods with lower INL showed 
higher coefficient of determination, R2. The mean INL using STS-LLS was 0.592% and R2 was 0.9998, which was 

much better than 15.4% and 0.9297 for simple TOT with 100 mV threshold.

Energy and timing resolution
Figure 7 shows the energy spectra obtained from the waveform sampling using ADC, STS-LLS, and TOT with 
100 mV threshold. The energy spectra were almost identical in ADC and STS-LLS. However, the energy spectrum 

Phys. Med. Biol. 64 (2019) 125020 (13pp)
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obtained from TOT before linearity correction was considerably different from that obtained from the ADC 
because of its energy nonlinearity. Even after linearity correction, energy spectrum from TOT showed a broader 
photopeak than that from ADC and STS-LLS.

Figure 8 and table 2 show the energy- and timing-resolution measurement results. Energy resolution obtained 
using STS-LLS and that obtained by waveform sampling using ADC were not significantly different. However, 
energy resolution obtained from TOT was greatly degraded, especially at low threshold voltage. Although energy 
resolution was improved by increasing the threshold voltage, the TOT energy resolution was worse than both 
ADC and STS methods. Energy resolution acquired using ADC, STS-LLS, and TOT with 100 mV threshold were 
9.84%  ±  0.11%, 10.52%  ±  0.21%, and 16.43%  ±  0.52%, respectively.

The best CTR of 193.0  ±  4.3 ps was achieved using ADC with 10 mV threshold. STS-LLS with 10 mV thresh-
old yielded 199.6  ±  5.8 ps CTR. In addition, the pattern of CTR change according to the threshold using STS 
was similar to that using ADC. Poor timing resolutions were acquired in TOT with low threshold because low 
threshold in TOT yields poor energy resolution, thus making it difficult to distinguish between photopeak and 
scattering events. CTR obtained using TOT with a 50 mV threshold voltage was 223.5 ps. All reported CTR values 
are ‘referenced’ values measured with a reference detector and ADC readout.

Table 2 indicates that all STS methods show a good detector performance although the energy resolution is 
slightly different depending on the energy estimation method. The pulse fitting methods (STS-NLS and STS-
LLS) are generally better than the numerical integration methods (STS-RS, STS-TS, and STS-TS0) in terms of 
energy resolution.

Performance according to sampling frequency
Figure 9 shows the performance change of STS methods according to the sampling interval. INL was almost 
constant regardless of the sampling interval. The energy resolution degraded with longer sampling interval as 
it would cause larger quantization errors. Nevertheless, the energy resolution degradation was not significant 
until 1 ns sampling interval. This means that reading the STS signal using counter circuit will not degrade its 
performance. This is because counters operating at sampling frequencies above 1 GHz can be implemented 
using modern FPGAs and multiphase clocks (Yin et al 2012). In addition, even at a low sampling frequency of  
250 MHz, the energy resolution is better than 14%, which is sufficiently good for PET systems. CTR was almost 
not affected by the sampling rate, indicating that the effect of degraded energy resolution with low sampling rate 
on scattering event rejection was not much.

DOI capability
From the reconstructed pulse using STS-NLS, the ratio of tail to head integration was calculated to distinguish 
two LGSO crystals. The two types of LGSO crystals are clearly different with respect to pulse-shape spectra, as 
shown in figure 10. Although the phoswich-type detector was not constructed, this result shows that STS would 
be useful for PSD.

Figure 5. Reconstruction of the scintillation pulse. (a) Width–amplitude curve and (b) representative waveforms of STS circuit. 
The waveform was reconstructed using the STS-NLS method. There is a temporal offset between the scintillation pulse and the 
reconstructed pulse due to an additional delay in the STS circuit as shown in figure 2.
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Discussion

In this paper, we have proposed a novel time-based readout method that has several advantages over TOT. 
Although the proposed STS method is slightly more complex than the simple TOT, it provides better energy and 
timing performance. STS needs fewer circuit components and digital readout channels than MVT with similar 

Figure 6. Energy linearity and INL plot for each energy estimation method. (a) STS-NLS, (b) STS-LLS, (c) STS-RS, (d) STS-TS, 
(e) STS-TS0, and (f) TOT with 100 mV threshold.

Table 1. Energy estimation performance summary.

Methods INLmax (%) INLmin (%) INLmean (%) R2

STS-NLS 0.945 −1.85 1.34 0.9988

STS-LLS 0.590 −0.594 0.592 0.9998

STS-RS 3.23 −5.28 4.26 0.9872

STS-TS 3.67 −8.09 5.88 0.9764

STS-TS0 2.34 −3.50 2.92 0.9958

TOT (100 mV) 8.15 −22.6 15.4 0.9245

Phys. Med. Biol. 64 (2019) 125020 (13pp)
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performance and concept (Xie et al 2005). For radiation detection systems with many readout channels, such as 
PET, the proposed STS method could be efficient for power consumption, cost, and performance.

In the simple TOT method, signal-to-noise ratio of scintillation signal should be sufficiently high to yield 
good energy resolution. This is because energy is estimated using only two crossing points between scintillation 
pulse and threshold voltage. Therefore, to improve the energy estimation performance of TOT, a low-pass filter 
that reduces signal noise should be used. However, low-pass filtering degrades the timing resolution because it 
blurs the rising edge of the scintillation pulse. On the contrary, STS is more robust to noise because it uses multi-
ple sampling points for energy estimation. Therefore, it can provide good energy performance without low-pass 
filtering.

Figure 7. Energy spectra obtained by direct waveform sampling using high-speed ADC, STS-LLS, and TOT with 100 mV threshold. 
(a) Before energy linearity correction, and (b) after energy linearity correction for STS-LLS and TOT.

Figure 8. Performance comparison. (a) Energy resolution as a function of TOT threshold after energy nonlinearity correction. (b) 
CTR as a function of threshold voltages and signal readout methods.

Table 2. Detector performance evaluation summary.

Methods Energy resolution (%) CTR (ps)a

ADC (5 GHz) 9.84  ±  0.11 193.0  ±  4.3

STS-NLS 10.59  ±  0.14 199.2  ±  4.8

STS-LLS 10.52  ±  0.21 199.6  ±  5.8

STS-RS 11.52  ±  0.13 199.5  ±  5.3

STS-TS 11.97  ±  0.12 199.3  ±  5.4

STS-TS0 11.66  ±  0.26 198.7  ±  4.9

TOT (50 mV) 17.52  ±  0.47 223.5  ±  8.2

a 10 mV threshold voltage was used for ADC and STS methods.

Phys. Med. Biol. 64 (2019) 125020 (13pp)
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In this study, we compared five different energy estimation methods for STS. STS-NLS provides accurate 
energy information. However, obtaining the NLS solution in real time is difficult because it requires iterative 
parameter estimation. On the other hand, numerical integration methods (STS-RS, STS-TS, and STS-TS0) have 
the advantages of lower computation and complexity, which is important in digital logics such as FPGA and DSP. 
The STS-LLS also has advantages in practical implementation because the solution is obtained through a simple 
matrix operation. Although it is not discussed in this paper, multiple LLS estimations can be also used for DOI 
discrimination in PSD as follows: (1) Create a model for the waveform from each scintillation crystal layer. (2) 
Obtain the LLS solution for all models from the acquired STS signal. (3) Choose the crystal layer that yields small-
est least squares error and take the energy of the event.

The cost- and space-effective implementation of STS is possible using a differential input receiver in FPGA 
as a voltage comparator (Wu et al 2007, Xi et al 2013). Figure 11 shows the STS circuit implemented using only 
FPGA and RC filters. In this design, four FPGA input/output (I/O) pins were used to implement an STS device. 
The tristate buffer on the I/O pin functions as a switch. To avoid false triggers, it is preferred to set the baseline of 
input signal to less than zero reference voltage of FPGA I/O pin.

Handling many output signal channels without performance degradation is essential for timing resolution 
in highly accurate PET systems. Our results showed that the difference between the ‘referenced’ CTR with STS 
readout (199.6  ±  5.8 ps) and the CTR with two identical configuration detectors with high-speed ADC operat-
ing at 5 GHz (193.0  ±  4.3 ps) is not quite statistically significant (P value  =  0.0752). Therefore, we conclude that 
the expected CTR with two identical detectors with STS readout is about 200 ps. The STS readout is expected to 
be an attractive solution for the development of future SiPM-based TOF PET systems.

Figure 9. STS performance versus sampling interval. (a) INL, (b) energy resolution, and (c) CTR as a function of sampling interval.

Figure 10. Pulse shape analysis for L0.95GSO and L0.20GSO crystal.

Phys. Med. Biol. 64 (2019) 125020 (13pp)
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Conclusion

The proposed readout method reconstructs a scintillation pulse that exponentially decays using only time-
based data acquisition. Compared with direct waveform sampling with high-speed ADC, there was almost no 
degradation in energy and timing resolutions. The proposed method can be a cost-effective solution for data 
collection in future SiPM-based TOF PET systems.
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